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Abstract: Evaluation is an essential component of the learning process when discerning learning 
situations. Assessing natural language responses, like short answers, takes time and effort. Artificial 
intelligence and natural language processing advancements have led to more studies on automatically 
grading short answers. In this review, we systematically analyze short-answer evaluation studies. We 
present the development of the field in terms of scientific production features, datasets, and automatic 
evaluation features. The field has developed with pioneering studies in the US. Researchers generally 
conduct applications with English datasets. There has been a significant increase in research in recent 
years with large language models that support many different languages. These models have 
applications that achieve accuracy close to that of human evaluators. In addition, deep learning models 
do not require traditional approaches' detailed preprocessing and feature engineering processes. The 
dataset size trend is 1000 and above regarding the number of responses. It was observed that metrics 
such as accuracy, precision, and F1 score were used in performance determination. It is seen that the 
majority of the studies focus on scoring or rating. In this context, there needs to be more literature on 
the context of evaluation system applications that can provide descriptive and formative feedback. In 
addition, the developed assessment systems must be actively used in learning environments. 
 
Keywords: natural language responses, artificial intelligence, short answers, automatic evaluation, 
ASAG trends 
 

Highlights 

 
What is already known about this topic: 

• Assessing natural language responses, such as short answers, requires a significant amount of 

time and effort. 

• Developments in natural language processing and artificial intelligence have made automatic 

evaluation necessary. 

What this paper contributes: 

• By stressing the crucial characteristics of the developed apps, effective application features are 

highlighted. 

• Researchers can understand the conditions for a good application in this field. 

Implications for theory, practice and/or policy: 

• Highly effective applications, nearly as accurate as humans, are possible now. In recent years, 

deep learning approaches have come to the fore in this context. 

• The development of artificial intelligence and big language models may accelerate the spread 

of the field and the acceptance of its active use in learning environments. 
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Introduction 

Change is being embraced more rapidly than in previous times. Emerging innovations that yield 

advantages are rapidly becoming the standard. The academic community actively discovers and 

effectively applies these emerging phenomena in relevant domains. Indeed, the advancement and utility 

of humanity are contingent upon the pursuit and perpetuation of these disciplines. The academic realm 

exhibits a notable inclination for novelty in education. Currently, there is a significant level of popularity 

surrounding research in the realm of educational and instructional technologies. The purpose is clear: 

How can we simplify learning, teaching, and process management? 
 

So, where do we put our finger on this field with this research? Lately, there has been a rise in research 

focusing on the automated evaluation of natural language answers (NLRs). Of course, breakthroughs 

in the domains of natural language processing (NLP), machine, and deep learning have substantially 

impacted this increase. With the pandemic, most educational disciplines and levels have undergone a 

mandatory transformation to open and distance learning. In this process, the popularity of e-learning 

applications has increased (Gocmez & Okur, 2023). The change in learning environments, a movement 

from summative evaluations to formative assessments, has been noticed (Bozkurt et al., 2020). The use 

of NLR in homework and exam applications became significant during this period. 
 

Evaluation activities are carried out in learning environments to determine students' achievements. 

Evaluation is essential to the learning process when discerning learning situations (Pribadi et al., 2016; 

Yan, 2020; Putnikovic & Jovanovic, 2023). From past to present, it has been observed that the 

superficial multiple-choice grading method is commonly used to represent learning success (Hasanah 

et al., 2016; Garg et al., 2022). Experts prefer NLRs such as fill-in-the-blank, short answers, and essays 

less than choice-based responses (Benli & Ismailova, 2018). NLRs are less preferred due to 

assessment and evaluation's laborious and time-consuming nature (Gombert et al., 2023; Wilianto & 

Girsang, 2023; Westera et al., 2018). Additionally, NLR assessments require human intervention. 

Human intervention can lead to subjective judgments and reduce assessment reliability. 

 

We require a fairer way to collect sufficient proof of students' knowledge and abilities (Noyes et al., 

2020). Learners' NLRs are crucial evidence for a comprehensive learning process evaluation (Westera 

et al., 2018). Furthermore, this evidence can aid in assessing learning materials and teaching techniques 

to enhance teaching scenarios (Noyes et al., 2020). NLR can evaluate learners' critical thinking and self-

expression skills (Uto & Uchida, 2020). 

 

Today, studies on using artificial intelligence (AI) in learning environments have increased. Song and 

Wang (2020) expect that learning environments will actively use AI technologies in the future. AI is 

becoming widespread in personalized, expert, and intelligent learning systems (Goksel & Bozkurt., 

2019). AI components also produce opportunities to help teachers' assessment processes (Botelho et 

al., 2023). Automatic evaluation of the NLR is one of them. With the rise of ODL and lifelong learning 

applications, the tendency for research in this field has increased (Jadidinejad & Mahmoudi, 2014). 

Automatic assessment of NLR has become essential due to its ability to offer impartial grading, reduce 

human workload, and save time via a speedy evaluation procedure (Abdul Salam et al., 2022). 

 

NLR automatic grading studies date back to the 1960s (Page, 1966). However, advanced systems have 

attracted attention in the recent past. Especially since 2010, numerous studies have been on the rating 

of NLR (Ghavidel et al., 2020). Automatic short answer gradings (ASAG) are one of the prominent 

researches in this field. ASAG is a system that compares and scores the learner's answer with one or 

more correct reference answers (Mohler & Mihalcea, 2009). ASAG plays a significant role in resolving 

the challenges arising from the nature of NLR. ASAG has positively influenced the use of brief answers 

in educational contexts instead of multiple-choice appraisals, widely viewed as practical (Noyes et al., 

2020). ASAG systems offer various benefits, including objective scoring, prompt feedback, reduced 
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teacher workload in managing teaching situations, and enhanced monitoring of learners' performance 

(Liu et al., 2016). 

Literature 

Short Answers 

Short answers consist of a few words or sentences (Nath et al., 2023) and are included in NLR with fill-

in-the-blank and essay responses. Burrows et al. (2015) outline three dimensions: length, focus, and 

clarity to differentiate response types. Their characteristics include objectivity and closed-ended, with a 

focus on content. Short answers should be concise and require recall of external knowledge (Burrows 

et al., 2015). 

 

In evaluations of short answers, the semantic evaluation of content is paramount. This situation presents 

some challenges. Variations in NLR from students complicate the automatic evaluation process (Benli 

& İsmailova, 2018; Gomaa et al., 2023). Additionally, the results generated by these systems, which 

incorporate scores from human evaluators, have faced criticisms regarding their validity (Attali, 2015). 

Researchers are using the capabilities of natural language processing (NLP) and artificial intelligence 

(AI) technologies to overcome current challenges. Recently, there has been a focus on using artificial 

neural networks (ANN) and machine learning techniques to enhance evaluations in the domain of 

meaning. As new approaches emerged, evaluators have followed different paths in the evaluation 

process. After examining the literature, researchers have made various classifications for these 

approaches by focusing on different dimensions. 

Automatic Short Answer Grading Approaches and Models 

When examining automatic short answer evaluation applications, it becomes clear that varying 

preferences exist to achieve more effective results according to developments in related fields. In the 

literature, we identified classifications regarding approaches. 

 

Burrows et al. (2015) periodically analyzed short-answer automatic assessment approaches under four 

headings. The approaches are concept mapping, knowledge extraction, corpus-based, and machine 

learning. Another study classifies approaches as similarity-oriented. Abdul Salam et al. (2022) provide 

a breakdown of the approaches, which include string-based, semantic-based, hybrid-based, and 

machine & deep learning-based techniques. 

 

String-based similarity is a technique employed to determine the similarity of a student's response to 

the correct answer. The method evaluates the similarity between two sentences independently of their 

meaning, expressing it via a score based on word-level similarity (Gomaa & Fahmy, 2012). The C-rater 

short answer scoring system is one of this approach's most classic and successful applications (Leacock 

& Chodorow, 2003). 

 

The semantic-based similarity approach involves computing the semantic similarity between a question 

and an answer (Corley & Mihalcea, 2005). The vector space model (VSM) and latent semantic analyzis 

(LSA) are frequently applied techniques in this methodology (Wang & Dong, 2020). VSM measures how 

important words are to the document to calculate intertextual similarity (Rodrigues & Araújo, 2012). LSA 

changes words into vectors by studying significant amounts of text (Ratna et al., 2019). 

 

The hybrid approach typically combines statistical methods and NLP techniques. This approach 

combines the benefits of different methods (Prakoso et al., 2021). Statistical methods incorporate 

measures, including Jaccard similarity, Levenshtein distance, and cosine similarity. NLP techniques 
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encompass word embedding models and deep learning techniques, such as recurrent neural networks 

(RNN). The hybrid approach employing various similarity measures can lead to more precise results. 

 

The machine learning method typically comprises extracting features, selecting features, and applying 

classification algorithms. The student's responses are analyzed based on their attributes and juxtaposed 

with the correct answer. Conversely, deep learning often employs neural networks such as 

Convolutional Neural Networks (CNN), RNN, and Long short-term memory (LSTM). LSTM classifies 

students' answers as correct or incorrect by considering the order of each word or phrase, especially 

when their answers have a series of words or sentences. LSTM works exceptionally well with complex 

and long sentences. 

Related Work 

Burrows et al. (2015) reviewed the field's historical development over time using preferred 

methodological trends in ASAG systems. The study examines method-based approaches such as 

concept mapping, knowledge extraction, corpus-based, and machine learning for automatic evaluation. 

This study presents 35 ASAG systems based on their approaches and basic features. The components 

of the systems are then analyzed in terms of datasets, NLP, model development, rating models, 

evaluation, and effectiveness. The study revealed a low number of shared datasets for confidentiality 

reasons. The systems used 17 distinct techniques in the context of NLP. Recent studies have shown a 

preference for machine learning in these systems. Evaluation results are typically represented by 

accuracy, kappa, and Pearson. The researchers who conducted this study analyzed efficiency and 

concluded that the concept mapping approach was more effective than others. 

 

Hasanah et al. (2016) adopted a specialized approach and examined 10 ASAG systems using only the 

knowledge extraction method. The research details the development process of an ASAG system, 

employing the knowledge extraction method with subsections outlining dataset creation and 

preprocessing, application of knowledge extraction techniques, and model evaluation. They analyze the 

preferred information extraction techniques, datasets, and evaluation results of the systems. It was 

found that syntactic pattern matching is the most prominent information extraction technique. The 

datasets are generally selections oriented towards science and biology. During the analyzis of 10 ASAG 

systems suitable for the approach, it is worth noting that the most recent study was conducted in 2012. 

The popularity of the knowledge extraction approach over the years explains this situation (Hasanah et 

al., 2016). Another factor is that researchers can combine the techniques used in knowledge extraction 

with other approaches. 

 

Galhardi and Brancher (2018) focus on the machine learning approach Burrows et al. (2015), which has 

recently been favored in ASAG. The study analyzes 44 ASAG systems using a machine-learning 

approach and highlights the importance of automatic evaluation in training. The themes identified for the 

systematic review are the structure of the preferred datasets, the NLP and machine learning techniques 

applied, the features selected, and the evaluation results. It was found that 28 different datasets were 

used in the 44 systems analyzed. The datasets were primarily scientific (57%) and mainly in English 

(75%). When analyzing the NLP techniques applied to the datasets in the systems, it was found that 

more than ten techniques were identified. It is noted that the n-gram method, which is mainly below the 

lexical dimension, is preferred in feature selection. 

 

Putnikovic and Jovanovic (2023) focused on embeddings, which have recently been widely used in 

ASAG systems. In their study, they conducted a systematic literature review covering the period 

between 2016 and 2021 in 7 different databases. In this research, in which they used the PRISMA 

model, 17 full-text studies were analyzed. In this study, embedding model types are analyzed in detail. 

The use cases of embedding models, component preferences, and comparison of their performance 

contributions with non-embedded systems are investigated. The types of embedding are explained 
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under four headings: word, context, sentence, and sense. The analyzed studies found that the 

embedding technique was often used with cosine similarity or a neural network. It is found that systems 

with embedding need to make a clear positive contribution to performance compared to systems without 

embedding. 

 

The four review studies described above focus on ASAG systems based on traditional AI components. 

Burrows et al. (2015) analyzed the identified ASAG approaches holistically. The other three studies 

focused on one of the approaches or models used. 

Purpose of the Research 

Our study aims to reveal the current status of ASAG studies in the literature with a systematic review of 

research. Our study focuses on ASAG studies classified by similarity-based approaches based on 

traditional approaches and AI technologies. We analyze the developed applications under three themes: 

scientific production (1), the data set (2), and automatic evaluation (3). In this context, the research 

questions that we seek answers to are as follows.  

 

What is the trend of scientific production characteristics of the studies?  

1. What is the distribution of scientific production in the field according to states?  

2. What is the distribution of years of scientific production in the field?  

What are the general characteristics of the datasets used? 

1. What is the distribution of languages in the datasets? 

2. What are the dimensional tendencies of the datasets? 

3. What are the scoring formats in the datasets?  

What is the tendency of the features used in the automatic scoring model? 

1. What are the tendencies of the scoring techniques used? 

2. What is the tendency of the scoring analyzes used? 

3. What is the trend in the use of evaluation results? 

Importance of the Study 

In our study, we wanted to portray the development of the field with the findings obtained from the 

research we analyzed. There are significant differences that distinguish our study from other studies. 

First, we conducted our study to cover all approaches in the field of ASAG. In addition, we based our 

study on similarity-oriented approaches. This study is the first comprehensive study conducted on 

similarity. Under the theme of scientific production characteristics, information on the states and years 

in which ASAG studies were conducted was also included in our study for the first time. This information 

is valuable in seeing how widespread the field has become. Another important differentiating factor is 

that our study discusses the dataset characteristics in detail. The language, dimension, and scoring type 

characteristics were carefully extracted. We also attach great importance to including our study's latest 

approaches and models. Interest in the ASAG field has increased, especially in recent years, with the 

developments in the field. In this context, while presenting the past studies in the field in detail, we also 

offer the trends of current studies. 

 

As a result of all this research, we wanted to illustrate the current trends in the field and discuss the 

promising features and existing gaps. The study's results will identify the characteristics of current, 

effective, and efficient applications in the literature and guide researchers working in the field or who will 

work in the future.  
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Methodology 

Research Method and Design 

 

In this study, the aim is to uncover the present state of ASAG applications regarding research queries. 

In line with the purpose of the study, it was appropriate to conduct a systematic review of the literature. 

The systematic literature review examines and evaluates the information previously produced on a topic 

in a focused way. Using a systematic, reliable, and verifiable approach, researchers can identify the 

current state of the field of study in a systematic literature review (Galhardi & Brancher, 2018). This 

method aims to reach the most appropriate studies to answer the research questions (Liberati et al., 

2009). In this study, the PRISMA 2020 statement method developed by Page et al. (2021) was followed. 

Data Collection 

The study focuses on the use of ASAG systems. The study group was defined as studies using ASAG 

systems published in generally accepted indexed journals. We analyzed the studies by searching the 

Web of Science (WoS) database. We analyzed articles on ASAG applications, considering years, states, 

evaluation approaches, dataset characteristics, model characteristics, and evaluation results obtained. 

 

First, a preliminary search was carried out for commonly used terms related to the subject of the study. 

The most commonly used related terms in the literature were identified. The database was filtered under 

three headings during the screening process, as shown in Table 1. 

 

Table 1. Database filtering keywords 

Automated process automatic, automated   

Short answer short, text, response, answer, question 

Evaluation assessment, scoring, marking, grading 

 

In the literature, artificial intelligence or computer-based concepts are generally defined as automatic 

processes, and the main concepts are "automatic and automated." In our study, we found that when 

specifying the type of answer, terms such as "short, text, response, answer" were used, which are the 

focus of our study. When we examined the concept of assessment, we found that this subject area used 

terms such as "assessment, scoring, marking, and grading." During the screening process in this 

context, we organized these terms directly related to the topic into keywords and synonyms. Following 

the method used by Galhardi and Branche (2018) in their systematic review, a similar database filtering 

sequence was used to identify ASAG-focused studies;  

 

ALL=((((("automatic assessment" OR "automatic scoring" OR "automatic marking" OR "automatic 

grading" OR "automated grading" OR "automated scoring" OR "automated marking") AND (short OR 

"short answer" OR text) AND (response OR question OR answer)).  

 

The screening process used the selection criteria set by the researchers. The selection criteria were as 

follows:  

1. Being scanned in the WoS database,  

2. Inclusion of keywords,  

3. The research topic is related to education and training,  

4. Full-text publication in article type,  

5. Written in English or Turkish,  

6. Have open access,  

7. An application-oriented study.  
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Figure 1. Working Group Selection Process 

 
 

In the screening process, the PRISMA method developed by Liberati et al. (2009) was followed for the 

reliability of the systematic review. Figure 1 shows the data collection selection process. The keyword 

search yielded 229 studies. The filtering process identified 75 open-access studies and 57 studies that 

met the language requirement in the article type. We selected 23 studies that met the inclusion criteria 

for review. The researchers analyzed the included studies in detail to answer the research questions. 

We summarized the obtained data, visualized and presented the findings concerning the research 

questions, and presented the current findings. 

Limitations  

The limitations of our study are listed below:  

• Our analyzis is limited to the relevant studies in the WoS database. 

• Studies that are not open access could not be included in the study. 

• The scope is limited to the set of keywords used in the study. 

• We could not include studies unsuitable for the research questions and whose results were 

uncertain. 

Findings and Discussions 

In the WoS database, 23 applied studies on ASAG that met the review criteria were analyzed under 

three themes concerning the research questions identified by the researchers. First, (1) the publications' 

state and year were analyzed for scientific production characteristics. Then, (2) dataset characteristics 

were analyzed regarding language, subject, number of responses, and scoring. Finally, (3) the 

characteristics of the automated evaluation were analyzed in terms of preferred approaches and models, 

evaluation metrics, and system performance. The findings obtained at the end of the review process 

were quantified with values such as frequency (f) and percentage (%) and visualized and presented in 
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tables and figures. The conclusions drawn from the findings are also presented under the relevant 

topics. 

Scientific production characteristics 

This topic aims to identify the main scientific production characteristics of ASAG studies. In the 

expectation that this will contribute to the study's primary purpose, the scientific production 

characteristics are limited to states, years of publication, and keyword selections. The aim is to identify 

the states and years in the field. To this end, the studies' results are visualized, presented, and explained 

under the relevant headings.  

 

First, we superficially extracted the scientific production characteristics of ASAG studies by looking at 

the state and year information. Our aim here is to reveal which state researchers are prominent in the 

orientation of the field and the development of the field over the years. Notably, these data have yet to 

be addressed in previous studies in the field. 

 

For this purpose, the states and years of the publications were analyzed. The findings and results 

obtained are discussed together. To obtain more meaningful results, the distribution of state and year 

of publication information is presented in Figure 2. Figure 2 also shows the geographical distribution of 

the studies. 

 

Figure 2. Distribution of ASAG studies by state and year 

 

 
 

The USA (f=5), Egypt (f=5), and Germany (f=3) stand out in the number of publications in the studies 

conducted in the field. However, there are also studies in Indonesia (f=2), Turkey (f=2), Australia (f=1), 

Canada (f=1), China (f=1), Colombia (f=1), Pakistan (f=1) and Sweden (f=1). The first study included in 

the study was published in 2006. Since the study limit was 2023(November), it was determined that the 

last studies were conducted in 2023. It is noteworthy that the studies are concentrated in 2021 (f=4), 

2022 (f=3) and 2023 (f=7). 
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Two states, the USA and Egypt, stand out in the orientation and development of the field over the years. 

The USA has laid the foundations of ASAG studies, with pioneering studies centered mainly in the USA. 

When Figure 1 is examined, it is seen that the USA is at the center of the first studies in the field. 

Especially in the year 2021, a dramatic increase in the number of studies was observed. In recent years, 

studies conducted in different states have stood out. 

 

In scientific production, the US dominance has been broken in recent years with research conducted in 

other states. Pre-learned large language models such as GPT (Generative Pre-trained Transformer), 

BERT (Bidirectional Encoder Representations from Transformers), and T5 (Text-To-Text Transfer 

Transformer) have played a significant role in the growth of native language studies. In recent years, it 

is clear that researchers from different states have carried out studies on native languages. 

 

The distribution of ASAG applications by years was analyzed in relation to the developments from the 

past to the present. The field of ASAG attracted attention in the 2000s and intensified in the second half 

of the 2010s and after 2020. Technological and methodological developments directly affected the 

frequency of publications. In the last three years, it has been observed that ASAG applications have 

become widespread, and there is a severe research trend. 

Dataset Characteristics 

Datasets are essential because they reflect the characteristics, such as the language in which the 

system is trained, the amount of data it is trained with, and how it scores the responses. Therefore, in 

this study, the characteristics of the datasets used in ASAG systems were analyzed by classifying them 

in terms of (1) language, (2) the number of responses, and (3) scoring methods. The findings and 

discussion are presented under the relevant headings. 

Language distribution 

The language distribution of the datasets used is visualized and presented in Figure 3. It was found that 

the use of datasets in English (%65) was common in the studies analyzed. It is followed by Arabic (%9). 

However, it was also observed that there are datasets using different languages (Chinese, German, 

Indonesian, Spanish, Swedish, and Turkish).  

 

Figure 3. Language distribution of datasets 
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ASAG involves the active operation of NLP components. The analyzed studies observed that English 

was mainly preferred as the language in the datasets. Using traditional ASAG approaches in previous 

studies is essential when choosing an English data set. Because NLP research on English is much older 

(Jones, 1994), in this context, English data sets are more frequently preferred in ASAG. The use of 

English datasets is widespread in the field. NLP has recently made progress in various languages. 

Developing effective ASAG systems for different languages is now easier than ever. This is evident in 

the literature, with more and more work recently being done in different languages. With the expansion 

of this dataset language, ASAG can reach a more widespread and effective use in the future. 

Dataset size 

The dataset size (number of responses) is a prominent feature of the datasets used to train systems in 

ASAG studies. This study analyzed the number of responses in the datasets. To draw more meaningful 

conclusions, the distribution of the number of responses is analyzed according to five categories defined 

by the researchers. The aim is to determine the typical range of response numbers preferred for ASAG 

in the field. The results are visualized and presented in Figure 4. 
 

Figure 4. Proportional distribution of the number of responses by category 

 

The number of responses was concentrated in the range of 1001-5000 (f=12). This was followed by the 

<300 range (f=5). It was also observed that there were studies (f=4) that used 5001 and above number 

of responses. The least preferred response number range was observed in the 301-1000 range (f=2). 

 

The number of responses in the datasets significantly influences the accuracy of system results. The 

studies concentrated on datasets of 1000 or more responses. The findings may indicate that this range 

(1001-5000) is the optimal data set size for system effectiveness. Nevertheless, other components for 

system effectiveness should be addressed. 

Scoring method 

The scoring methods were analyzed to determine how the developed ASAG systems scored the 

responses. The scoring methods were categorized as (1) point and (2) way scoring. Way scoring 

includes Likert-type classification-based scoring. Point scoring includes numerical scoring based on 
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proportions. The results of the preferred scoring methods in the responses are visualized and presented 

in Figure 5.  

 

Figure 5. Distribution of scoring methods of datasets  

 
 

As can be seen in Figure 5, two methods are used for scoring student responses in the data sets: point 

and way method. Point scoring is used relatively more frequently in the studies. It is more advantageous 

for summative assessments to differentiate student achievement. The way method, on the other hand, 

facilitates the use of the ASAG system by categorizing response accuracy more flexibly. In this context, 

the path method is also frequently preferred in studies. The way method structures used are categorized 

as 2-way, 3-way, and 5-way according to the accuracy level of the responses. 

Automatic Evaluation Features 

In this study, automatic evaluation features are analyzed in terms of (1) approaches and models, (2) 

evaluation methods and metrics, and (3) system performance. Thus, it will be possible to reveal how the 

automatic evaluation processes of the systems included in the study are carried out. The findings and 

discussion are presented under the relevant headings. 

Approaches and models 

The approaches preferred in the ASAG systems were analyzed based on the similarity of the automatic 

evaluation approaches in which the systems were developed. The analyzed studies were assigned to 

the appropriate ones from (1) machine and deep learning, (2) semantic-based, (3) string-based, and (4) 

hybrid-based approaches described in Abdul Salam et al. (2022). Thus, the approaches and models in 

the studies in the field will be identified, and it is expected to reveal the approach and model trends. In 

Table 2, the approaches preferred in the studies are visualized and presented.  

 

Table 2. ASAG Approaches 

 

ASAG Approach Frequency Percentage 

Machine & Deep Learning 11 48% 

Hybrid Based 6 26% 

Semantic Based 4 17% 

String Based 2 9% 
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As seen in Table 2, machine and deep learning (f=11) approaches are prominent in the studies. It is 

followed by hybrid-based (f=6) and semantic-based (f=4) approaches. In Table 6, the hybrid-based 

approaches stand out in the numerical context due to the combination of semantic, machine, and deep 

learning approaches. Only two studies were conducted with a string-based approach. The prominent 

models and techniques in the context of the approaches used in the analyzed studies are shown in 

Figure 6. 
 

Figure 6. Approaches and Models Used 

 

 

As seen in Figure 6, semantic-based and machine & deep learning-based approaches are widely used 

in ASAG. The most prominent modeling techniques in the field are LSA, LSTM, and BERT. Focusing 

on the meaning of the content in short answers has an essential share in the preference of these 

techniques. In addition, successful prediction performances, especially with BERT and LSTM modeling, 

make these models frequently preferred in studies  

Evaluation metrics 

The evaluation metrics and methods used in the studies are analysed to determine how the performance 

of the ASAG systems is determined. This is expected to provide a clearer understanding of the 

performance results of the systems. The metrics are (1) accuracy, (2) agreement, (3) regression, and 
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(4) correlation. Figure 7 shows the results of the evaluation metrics. In addition, the calculation 

techniques used in applying the metrics in the studies are presented.  
 

Figure 7. Evaluation metrics types distribution 

 
 

Evaluation metrics are essential in revealing the performance of the system. The analyzed studies 

showed that accuracy (f=13) was the most preferred metric for determining system performances. The 

prominent evaluation metrics are acc (f=10) and f1 score (f=3). This is followed by regression (f=10). In 

regression metrics, rsme (f=7), mae (f=4) and R2 (f=1) metrics were used. Pearson's r metric (f=9), one 

of the correlation metrics, was also frequently used in the studies. 

System performance 

It can be said that system performance is the most fundamental indicator of how effective the developed 

ASAG system is. The results obtained can be categorized according to specific criteria, and evaluations 

such as poor, medium, and sound can be made on system effectiveness. However, such a 

categorization may be considered rigid (Burrows et al., 2015). For this reason, the results of the system 

performance in the analyzed studies are presented in terms of the best and lowest values. The findings 

of the performance results obtained in this context are presented in Table 3.  

 

Table 3. System performance 

 

Metric Type Metric Highest Lowest 

Accuracy 
acc %98.66 %63.5 

F1 0.828 0.72 

Agreement kappa 0.503 0.955 

Regression 

mae 0.02 0.738 

rmse 0.04 0.807 

R2 0.826 0.826 

Correlation Pearson's r 0.989 0.708 

 

After analyzing the preferred evaluation performance results in the studies, we found that the best 

accuracy metric is 98.66%. For this metric type, 63.5% stands out as the lowest ACC value observed. 

It can be said that the best MAE (0.02) and RMSE (0.04) values were achieved in the study using the 
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regression metric. The lowest and highest kappa values observed are 0.503-0.955. In studies where the 

correlation metric was preferred, the best Pearson's r value was 0.989. The lowest Pearson's r value 

observed for this metric was 0.504. 

 

System performance is the most fundamental indicator of the effectiveness of the developed ASAG 

system. The results obtained can be categorized according to specific criteria, and evaluations such as 

poor, medium, and sound can be made on system effectiveness. Burrows et al. (2015) consider such a 

categorization to be rigid. Therefore, the results of system performance in the studies analyzed are given 

directly. Nevertheless, the type of system performance can be highlighted in the context of the approach. 

This is because the approaches and models preferred in the system developed are practical in system 

performance. From this point of view, the studies analyzed generally achieved high results, especially 

in the case of deep learning models. Although other models can also show high results, the variability 

of the results is higher. Researchers observed that different studies utilize the Texas SA dataset in this 

study. The study, which used the deep learning approach, showed a very high success compared to 

other studies. 

Discussion 

We discuss the characteristics of the ASAG applications that we examined in our study and the 

increasing interest in the field in the context of these characteristics. In recent years, it has been 

observed that ASAG applications have become widespread, and there is a severe research trend. 

Developments in NLP and AI technologies have triggered the rise of the field and the spread of 

applications. The COVID-19 pandemic period has caused educational environments to shift to digital 

environments (Gabriel et al., 2022). In recent years, the rise of digital learning environments has 

increased interest in automated assessment (Zhang et al., 2020; Nath et al., 2023). Using ASAG for 

detailed assessment processes can be an essential opportunity (Putnikovic & Jovanovic, 2023). Many 

researchers from different states have addressed this opportunity.  

 

When examining the dataset features, our first topic is the language of the dataset used. With English, 

it is possible to develop effective systems with less difficulty (Hasanah & Hartato, 2020). Badry et al. 

(2023) also emphasize that most researchers conducted fieldwork using English datasets. The 

dominance of English datasets can be traced back to previous approaches that required detailed feature 

engineering for preprocessing. Working in different languages with approaches that require detailed 

feature engineering is challenging. Each preprocessing step can accumulate errors and cause problems 

in predictive modeling (Zhu et al., 2022). In this context, past approaches' limitations have been 

discussed regarding reliability and validity (Attali, 2015). The available ASAG datasets in English are 

reasonably sufficient regarding topic and dimension distribution. Especially after 2010, competitions with 

financial awards like ASAP and SemEVAL contributed to the deepening of the field. They paved the 

way for the diversification of data sets and the development of different ASAG approaches. 

 

Although the use of English datasets is prevalent in our findings, the use of datasets in different 

languages is increasing. NLP has recently made progress in various languages. There are dictionaries 

for different languages, such as WordNet and FastText. These dictionaries are enormous. Researchers 

have also created pre-learning models for NLP, such as BERT. These models can be used in more than 

one language. This is noticeable in the current work's diversity of languages and choice of approaches. 

With current approaches such as BERT, GPT, and T5, the dominance of English has been broken. 

Since it is based on deep learning, BERT models can be said to adapt much more strongly to different 

language features (Sayeed & Gupta, 2022). Arabic-oriented studies have increased in Egypt. It can be 

said that ASAG applications have been developed in various languages, including German (Zehner et 

al., 2016), Chinese (Li et al., 2022), Turkish (Uysal & Dogan, 2021), Swedish (Weegar & Idestam-

Almquist, 2023), Spanish (Mardini et al., 2023) and Indonesian (Lubis et al., 2021), in addition to Arabic. 
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ASAG ultimately focuses on predicting student responses as close to accuracy as possible. The 

accuracy of the system results is significantly affected by the number of responses in the datasets. 

Studies have shown that high-dimensional responses lead to high accuracy and low error rates (Abdul 

Salam et al., 2022). Studies have focused on datasets of 1000 or more responses. Thus, the negative 

situations that may occur in multiple scoring formats are minimized. Because as the size of the data set 

increases, its homogeneity also increases (Andersen et al., 2023). 

 

Various evaluation metrics have been applied to determine the effectiveness of ASAG models (Zesch 

et al., 2023). Metrics such as accuracy, fit, and correlation are commonly used in research (Burrows et 

al., 2015). Accuracy metrics use deeper measures such as F1 and precision to achieve more precise 

results, making them more suitable for evaluating natural language studies (Burrows et al., 2015). These 

metrics are often preferred for evaluating natural language studies (Hou et al., 2010). Correlation 

metrics, such as Pearson's r correlation measure, evaluate datasets with pointwise assessments and 

allow for proportional comparisons. This metric evaluates datasets with point-by-point assessments and 

allows for proportional comparisons (Burrows et al., 2015). For this reason, these metrics are generally 

used in the studies. It should also be noted that the metrics used are chosen depending on the 

approaches taken into focus. 

 

More stable systems have been developed with AI components in the ASAG field. LSA was preferred 

because it allows for independent language use and accessible domain-specific corpora. Furthermore, 

similarity inference lets us evaluate without labeled datasets (Zhang et al., 2022). Recently, machine 

learning and deep learning approaches came to the fore (Galhardi & Brancher, 2018; Mardini et al., 

2023). The studies we examined showed that the highest system performance was obtained with the 

LSTM deep learning model (Tulu et al., 2021). It has been observed that deep learning models give 

more accurate results on the same dataset (Ramesh & Sanampudi, 2023). Successful results make 

deep learning models preferred in current studies in NLP (Baburoglu et al., 2019). Unlike LSA, machine 

and deep learning methods use labeled data and factual/false statements. This function is an essential 

factor in obtaining more successful results. In traditional approaches, false statements are usually 

ignored. 

 

Since it is based on deep learning, BERT models can be said to adapt much more strongly to different 

language features (Sayeed & Gupta, 2022) because effective results can be obtained with basic skills 

without going into detailed feature engineering processes (Lottridge et al., 2023). Sawatzki et al. (2021) 

achieved high performance in English and German using the BERT model. In the field of NLP, models 

such as GPT, BERT, and T5, referred to as large language models (LLM) in the literature, show that a 

critical threshold has been reached (Bozkurt & Sharma, 2023). 

Conclusion 

ASAG research, which started under the USA's guidance, is being explored in numerous states today. 

It is easily observed that research has risen in recent years. With the necessary transition to ODL 

practices throughout the pandemic phase, challenges experienced in assessment activities, and 

improvements in the field of NLP, ASAG has garnered attention in educational technologies. The interest 

in short-answer assignments and tests has gained momentum with the pandemic. Automatic 

assessment, where students may view their learning status quickly, has been seen as a chance to solve 

the limitation of engagement due to distance. 

 

It is seen that English is dominant in the datasets used in ASAG applications, but recent studies have 

increased research on different languages. This is a significant development in expanding and accepting 

ASAG use in learning environments. Datasets containing 1000 or more replies are typically preferred in 

studies. This data size selection may be ideal for a practical ASAG application. Numerical scoring is 
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prominent for student assessment. However, scoring ranges are often limited. Developing such a 

mindset in research may be vital for the success of automated assessment performance. 

 

Preferences for assessment approaches have varied over time. Semantic approaches have included 

more complicated replies in the automatic evaluation process within a semantic framework. In recent 

years, machine & deep learning approaches have dominated the area. Successful results obtained with 

this technique can be considered a justification for preference in approach selection. It was observed 

that classification, regression, and correlation metrics were distributed evenly in determining application 

performance. The automatic evaluation technique directly influences the choice of metric. The 

measurements used while working on publicly available data sets in different studies should be 

comparable. Thus, the degree of the produced application may be better understood. High performance 

has been reported in applications developed with the combination of LSTM and BERT. They have 

become quite popular in recent studies. BERT and other pre-learning models can be employed to 

generate an effective and efficient application. Finally, artificial intelligence technologies used in ASAG 

are generally based on traditional approaches. However, the potential of generative artificial intelligence 

has recently attracted attention in the field of ASAG. We predict that there will be a trend towards these 

technologies in ASAG applications. In summary, in this review, we have evaluated the scientific 

production, data set, and automatic evaluation elements of empirical ASAG research. We have 

comprehensively presented the field's current state with the features we have examined. We have 

stressed the practical and acceptable aspects of the system through improvements in the area. We have 

completed our study with suggestions for future research based on our experiences in the research 

process. 

Looking Forward 

ASAG stands out in the literature as a relatively new educational technology. The increasing number of 

studies in recent years has drawn researchers' attention to this field for its practical use. For researchers, 

using new technologies to improve the quality of education and training is an encouraging factor.  

 

Today, applications of open and distance learning (ODL) are increasing. ASAG systems can be 

advantageous for conducting in-depth evaluations on large groups in natural language. In this context, 

studies can be carried out on developing ASAG systems that can be integrated into ODL applications. 

 

It is seen that the majority of the studies focus on scoring or rating. In this context, more literature on 

ASAG applications must be available to provide descriptive and formative feedback. Immediate 

feedback is an essential component in online environments. The development of ASAG systems that 

can provide real-time assessments can enable students to analyze their performance quickly. This 

allows students to take early action to improve their performance. In ODL environments, generative 

artificial intelligence technologies such as ChatGPT can be included in ASAG systems developed with 

deep learning models such as LSTM and BERT. Thus, it will be possible to personalize formative 

feedback. Practical guidance with ChatGPT positively affects students' thinking processes (Cronje, 

2023). These activities, where students test their knowledge, offer formative and descriptive feedback 

that facilitates permanent learning. 

 

It was observed that English datasets were preferred in the majority of the studies analyzed. It is clear 

that research on different languages has yet to reach the desired maturity. Studies to be conducted in 

this focus are essential regarding the widespread use of the field, its acceptance in learning 

environments, and its practical use. 

 

The subjects of the datasets were not examined in detail in this study. However, the preferred subjects 

are predominantly scientific. Future studies could focus on developing a single ASAG system for 

different subjects. Providing subject diversity with multiple datasets will be possible. This may increase 
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the usability of the developed system and contribute to a more accurate interpretation of its 

effectiveness. 

 

The consideration of ASAG systems in different dimensions in educational environments may be 

necessary for their acceptance and widespread use. Feedback from educational administrators, 

teachers, and students can be highlighted. It can focus on how it can be used in education and training 

and improve student performance. The approach trend in recent studies is centered on deep learning. 

Deep learning is gaining prominence in the field with successful results and less technical skills required. 

In this context, it is important for researchers to focus more on this approach and investigate its 

effectiveness on many different datasets. 

 

How ASAG systems work is essential. In particular, research can be conducted on the explainability of 

the assessment beyond the scoring of NLR responses. This makes the systems easier to understand. 

The accuracy of the assessments can be analyzed in detail. Such studies contribute to the acceptance 

of the systems. 

 

Finally, of course, it is essential to carry out studies for ASAG systems to make evaluations more 

effective and accurate. The development of new approaches and techniques can pave the way for 

sharper evaluations. For example, it may be possible to evaluate different types of content and these 

contents in different dimensions. 
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